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Abstract

Non-IID data present a tough challenge for federated learn-
ing. In this paper, we explore a novel idea of facilitating
pairwise collaborations between clients with similar data. We
propose FedAMP, a new method employing federated atten-
tive message passing to facilitate similar clients to collaborate
more. We establish the convergence of FedAMP for both con-
vex and non-convex models, and propose a heuristic method
to further improve the performance of FedAMP when clients
adopt deep neural networks as personalized models. Our ex-
tensive experiments on benchmark data sets demonstrate the
superior performance of the proposed methods.

1 Introduction
Federated learning (Yang et al. 2019) facilitates collabora-
tions among a set of clients and preserves their privacy so
that the clients can achieve better machine learning perfor-
mance than individually working alone. The underlying idea
is to collectively learn from data from all clients. The initial
idea of federated learning starts from aggregating models
from clients to achieve a global model so that the global
model can be more general and capable. The effectiveness
of this global collaboration theme that is not differentiat-
ing among all clients highly depends on the data distribution
among clients. It works well on IID data, that is, clients are
similar to each other in their private data distribution.

In many application scenarios where collaborations
among clients are needed to train machine learning models,
data are unfortunately not IID. For example, consider the
cases of personalized cross-silo federated learning (Kairouz
et al. 2019), where there are tens or hundreds of clients and
the private data of clients may be different in size, class dis-
tributions and even the distribution of each class. Global col-
laboration without considering individual private data often
cannot achieve good performance for individual clients.

Some federated learning methods try to fix the prob-
lem by conducting an additional fine-tuning step after a
global model is trained (Ben-David et al. 2010; Cortes and
Mohri 2014; Mansour et al. 2020; Mansour, Mohri, and Ros-
tamizadeh 2009; Schneider and Vlachos 2020; Wang et al.
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2019).While those methods work in some cases, they can-
not solve the problem systematically as demonstrated in our
experimental results (e.g., data set CIFAR100 in Table 3).

We argue that the fundamental bottleneck in personalized
cross-silo federated learning with non-IID data is the mis-
assumption of one global model can fit all clients. Consider
the scenario where each client tries to train a model on cus-
tomers’ sentiments on food in a country. Different clients
collect data in different countries. Obviously, customers’
reviews on food are likely to be related to their cultures,
life-styles, and environments. Unlikely there exists a global
model universally fitting all countries. Instead, pairwise col-
laborations among countries that share similarity in culture,
life-styles, environments and other factors may be the key
to accomplish good performance in personalized cross-silo
federated learning with non-IID data.

Carrying the above insight, in this paper, we tackle the
challenging personalized cross-silo federated learning prob-
lem by a novel attentive message passing mechanism that
adaptively facilitates the underlying pairwise collaborations
between clients by iteratively encouraging similar clients to
collaborate more. We make several technical contributions.

We propose a novel method federated attentive message
passing (FedAMP) whose central idea is the attentive mes-
sage passing mechanism. FedAMP allows each client to own
a local personalized model, but does not use a single global
model on the cloud server to conduct collaborations. Instead,
it maintains a personalized cloud model on the cloud server
for each client, and realizes the attentive message passing
mechanism by attentively passing the personalized model of
each client as a message to the personalized cloud models
with similar model parameters. Moreover, FedAMP updates
the personalized cloud model of each client by a weighted
convex combination of all the messages it receives. This
adaptively facilitates the underlying pairwise collaborations
between clients and significantly improves the effectiveness
of collaboration.

We prove the convergence of FedAMP for both convex
and non-convex personalized models. Furthermore, we pro-
pose a heuristic method to further improve the performance
of FedAMP on clients using deep neural networks as person-
alized models. We conduct extensive experiments to demon-
strate the superior performance of the proposed methods.
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2 Related Works
Personalized federated learning for clients with non-IID
data has attracted much attention (Deng, Kamani, and Mah-
davi 2020; Fallah, Mokhtari, and Ozdaglar 2020; Kulkarni,
Kulkarni, and Pant 2020; Mansour et al. 2020). Particularly,
our work is related to global federated learning, local cus-
tomization and multi-task federated learning.

Global federated learning (Ji et al. 2019; McMahan et al.
2016; Wang et al. 2020; Yurochkin et al. 2019) trains a single
global model to minimize an empirical risk function over the
union of the data across all clients. When the data is non-IID
across different clients, however, it is difficult to converge
to a good global model that achieves a good personalized
performance on every client (Kairouz et al. 2019; Li et al.
2020; McMahan et al. 2016; Zhao et al. 2018).

Local customization methods (Chen et al. 2018; Fallah,
Mokhtari, and Ozdaglar 2020; Jiang et al. 2019; Khodak,
Balcan, and Talwalkar 2019; Kulkarni, Kulkarni, and Pant
2020; Mansour et al. 2020; Nichol, Achiam, and Schul-
man 2018; Schneider and Vlachos 2020; Wang et al. 2019)
build a personalized model for each client by customiz-
ing a well-trained global model. There are several ways
to conduct customization. A practical way to customize a
personalized model is local fine-tuning (Ben-David et al.
2010; Cortes and Mohri 2014; Mansour et al. 2020; Man-
sour, Mohri, and Rostamizadeh 2009; Schneider and Vla-
chos 2020; Wang et al. 2019), where the global model is
fine-tuned using the private data of each client to produce a
personalized model for the client. Similarly, meta-learning
methods (Chen et al. 2018; Fallah, Mokhtari, and Ozdaglar
2020; Jiang et al. 2019; Khodak, Balcan, and Talwalkar
2019; Kulkarni, Kulkarni, and Pant 2020; Nichol, Achiam,
and Schulman 2018) can be extended to customize person-
alized models by adapting a well-trained global model on
the local data of a client (Kairouz et al. 2019). Model mix-
ture methods (Deng, Kamani, and Mahdavi 2020; Hanzely
and Richtárik 2020) customize for each client by combining
the global model with the client’s latent local model. SCAF-
FOLD (Karimireddy et al. 2019) customizes the gradient up-
dates of personalized models to correct client-drifts between
personalized models and a global model.

Most existing local customization methods use a single
global model to conduct a global collaboration involving
all clients. The global collaboration framework only allows
contributions from all clients to a global model and cus-
tomization of the global model for each client. It does not al-
low pairwise collaboration among clients with similar data,
and thus may meet dramatic difficulty on non-IID data.

Smith et al. (Smith et al. 2017) model the pair-wise
collaboration relationships between clients by extending
distributed multi-task learning to federated learning. They
tackle the problem by a primal-dual optimization method
that achieves great performance on convex models. At the
same time, due to its rigid requirement of strong duality,
their method is not applicable when clients adopt deep neu-
ral networks as personalized models.

Different from all existing work, our study explores pair-
wise collaboration among clients. Our method is particularly
effective when clients’ data are non-IID, and can take the
great advantage of similarity among clients.

3 Personalized Federated Learning Problem
In this section, we introduce the personalized federated
learning problem that aims to collaboratively train person-

alized models for a set of clients using the non-IID private
data of all clients in a privacy-preserving manner (Kairouz
et al. 2019; Zhao et al. 2018).

Considerm clientsC1, . . . , Cm that have the same type of
modelsM personalized bym different sets of model param-
eters w1, . . . ,wm, respectively. Denote byM(wi) and Di
(1 ≤ i ≤ m) the personalized model and the private train-
ing data set of client Ci, respectively. These data sets are
non-IID, that is, D1, . . . , Dm are uniformly sampled from
m distinct distributions P1, . . . , Pm, respectively. For each
client Ci, denote by Vi the performance of M(wi) on the
distribution Pi. Denote by V∗i the best performance model
M can achieve on Pi by considering all possible parameter
sets.

The personalized federated learning problem aims to col-
laboratively use the private training data setsD1, . . . , Dm to
train the personalized models M(w1), . . . ,M(wm) such
that V1, . . . ,Vm are close to V∗1 , . . . ,V∗m, respectively, and
no private training data of any clients are exposed to any
other clients or any third parties.

To be concrete, denote by Fi : Rd → R the training objec-
tive function that maps the model parameter set wi ∈ Rd to
a real valued training loss with respect to the private training
data Di of client Ci. We formulate the personalized feder-
ated learning problem as

min
W

G(W ) :=

m∑
i=1

Fi(wi) + λ

m∑
i<j

A(‖wi −wj‖2)

 ,

(1)
where W = [w1, . . . ,wm] is a d-by-m dimensional matrix
that collects w1, . . . ,wm as its columns and λ > 0 is a
regularization parameter.

The first term
∑m
i=1 Fi(wi) in Eq. (1) is the sum of the

training losses of the personalized models of all clients. This
term allows each client to separately train its own person-
alized model using its own private training data. The sec-
ond term improves the collaboration effectiveness between
clients by an attention-inducing functionA(‖wi−wj‖2) de-
fined as follows.
Definition 1 A(‖wi−wj‖2) is an attention-inducing func-
tion of wi and wj ifA : [0,∞)→ R is a non-linear function
that satisfies the following properties.

1. A is increasing and concave on [0,∞) and A(0) = 0;
2. A is continuously differentiable on (0,∞); and
3. For the derivative A′ of A, limt→0+ A

′(t) is finite.
The attention-inducing functionA(‖wi−wj‖2) measures

the difference between wi and wj in a non-linear manner. A
typical example of A(‖wi−wj‖2) is the negative exponen-
tial function A(‖wi − wj‖2) = 1 − e−‖wi−wj‖2/σ with a
hyperparameter σ. Another example is the smoothly clipped
absolute deviation function (Fan and Li 2001). One more
example is the minimax concave penalty function (Zhang
2010). We adopt the widely-used negative exponential func-
tion for our method in this paper.

As to be illustrated in the next section, our novel use of
the attention-inducing function realizes an attentive message
passing mechanism that adaptively facilitates collaborations
between clients by iteratively encouraging similar clients to
collaborate more with each other. The pairwise collabora-
tions boost the performance in personalized federated learn-
ing dramatically.



4 Federated Attentive Message Passing
In this section, we first propose a general method to tackle
the optimization problem in Eq. (1) without considering pri-
vacy preservation for clients. Then, we implement the gen-
eral method by a personalized federated learning method,
federated attentive message passing (FedAMP), which col-
laboratively trains the personalized models of all clients and
preserves their data privacy. Last, we explain why FedAMP
can adaptively facilitate collaborations between clients and
significantly improve the performance of the personalized
models.

A General Method
Denote by F(W ) :=

∑m
i=1 Fi(wi) and A(W ) :=∑m

i<j A(‖wi − wj‖2) the first and the second terms of
G(W ), respectively. We can rewrite the optimization prob-
lem in Eq. (1) to

min
W
{G(W ) := F(W ) + λA(W )} . (2)

Based on the framework of incremental-type optimiza-
tion (Bertsekas 2011), we develop a general method to it-
eratively optimize G(W ) by alternatively optimizing A(W )
and F(W ) until convergence. In the k-th iteration, we first
optimizeA(W ) by applying a gradient descent step to com-
pute an intermediate d-by-m dimensional matrix

Uk = W k−1 − αk∇A(W k−1), (3)

where αk > 0 is the step size of gradient descent, andW k−1

denotes the matrix W after the (k − 1)-th iteration. Then,
we use Uk as the prox-center and apply a proximal point
step (Rockafellar 1976) to optimize F(W ) by computing

W k = arg min
W
F(W ) +

λ

2αk
‖W − Uk‖2. (4)

This iterative process continues until a preset maximum
number of iterations K is reached. As illustrated later in
Section 5, we analyze the non-asymptotic convergence of
the general method, and prove that it converges to an op-
timal solution when G(W ) is a convex function, and to a
stationary point when G(W ) is non-convex.

FedAMP
The general method introduced above can be easily im-
plemented by merging all clients’ private training data to-
gether as the training data. To perform personalized fed-
erated learning without infringing the data privacy of the
clients, we develop FedAMP to implement the optimization
steps of the general method in a client-server framework by
maintaining a personalized cloud model for each client on a
cloud server, and passing weighted model-aggregation mes-
sages between personalized models and personalized cloud
models.

Following the optimization steps of the general method,
FedAMP first optimizes A(W ) and implements the opti-
mization step in Eq. (3) by computing the d-by-m dimen-
sional matrix Uk on the cloud server.

Let Uk = [uk
1, . . . ,u

k
m], where uk

1, . . . ,u
k
m are

the d-dimensional columns of Uk. Since A(W ) :=∑m
i<j A(‖wi−wj‖2) andA(‖wi−wj‖2) is an attention in-

ducing function, the i-th column uk
i of matrix Uk computed
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Figure 1: The message passing mechanism of FedAMP.

in Eq. (3) can be rewritten into a linear combination of the
model parameter sets wk−1

1 , . . . ,wk−1
m as follows.

uk
i =

1− αk
m∑
j 6=i

A′
(
‖wk−1

i −wk−1
j ‖2

) ·wk−1
i

+ αk

m∑
j 6=i

A′
(
‖wk−1

i −wk−1
j ‖2

)
·wk−1

j

=ξi,1w
k−1
1 + · · ·+ ξi,mwk−1

m ,
(5)

where A′(‖wi −wj‖2) is the derivative of A(‖wi −wj‖2)
and ξi,1, . . . , ξi,m are the linear combination weights of the
model parameter sets wk−1

1 , . . . ,wk−1
m , respectively.

Often a small value is chosen as the step size αk of
gradient descent so that all the linear combination weights
ξi,1, . . . , ξi,m are non-negative. Since ξi,1 + · · ·+ ξi,m = 1,
uk
i is actually a convex combination of the model parame-

ter sets wk−1
1 , . . . ,wk−1

m of the personalized models of the
clients.

As illustrated in Figure 1, the convex combination uk
i can

be modeled a message passing mechanism as follows. We
treat uk

i as the model parameter set of the personalized cloud
model of client Ci and also a model aggregation that ag-
gregates wk−1

1 , . . . ,wk−1
m . Correspondingly, we can treat

wk−1
1 , . . . ,wk−1

m as model-aggregation messages that are
passed from all clients to client Ci to conduct the model ag-
gregation and produce uk

i at the cloud server.
The above message passing mechanism is the key

step for FedAMP to perform inter-client collaboration.
This mechanism solely depends on the model parameter
sets wk−1

1 , . . . ,wk−1
m , thus the cloud server can collect

wk−1
1 , . . . ,wk−1

m from the clients and conduct the message
passing mechanism to optimize A(W ) without infringing
the data privacy of all the clients.

After optimizing A(W ) on the cloud server, FedAMP
then optimizes F(W ) and implements the optimization
step in Eq. (4) by computing independently columns
wk

1 , . . . ,w
k
m of W k for clients C1, . . . , Cm, respectively.

Recall that wk
i is the model parameter set of the personalized

model owned by client Ci. Following Eq. (4), we compute
wk

i locally on Ci by

wk
i = arg min

w∈Rd
Fi(w) +

λ

2αk
‖w − uk

i ‖2, (6)

Here, we only use the private training data set Di of client



Algorithm 1: FedAMP
Input: m clients, each holds a set of private training

data and a personalized model to train.
Output: The trained model parameter sets

wK
1 , . . . ,w

K
m and uK

1 , . . . ,u
K
m.

1 Randomly initialize w0
1, . . . ,w

0
m on the clients.

2 for k = 1, 2, . . . ,K do
3 Optimize A(W ): cloud server collects

wk−1
1 , . . . ,wk−1

m from the clients to compute
uk
1, . . . ,u

k
m by Eq. (5).

4 Optimize F(W ): each client Ci requests uk
i from

the cloud server to compute wk
i by Eq. (6).

5 end

Ci to perform personalized training on modelM(wi) and,
at the same time, consider the inter-client collaboration in-
formation carried by the personalized cloud modelM(uk

i )
by requiring wk

i and uk
i to be close to each other.

Since Eq. (6) only uses Fi(w) and uk
i , where Fi(w) is

determined by the private training data Di of client Ci, Ci
can request its own model parameter set uk

i from the cloud
server and compute wk

i locally without exposing its private
training data Di to any other clients or the cloud server. Fur-
thermore, since uk

i is a convex combination of wk
1 , . . . ,w

k
m,

a clientCj cannot infer the personalized models of any other
clients or the private data of any other clients.

Algorithm 1 summarizes the pseudocode. FedAMP im-
plements the optimization steps of the general method in
a client-server framework, that is, iteratively optimizing
G(W ) by alternatively optimizing A(W ) and F(W ) until
a preset maximum number of iterations K is reached. The
non-asymptotic convergence of FedAMP is exactly the same
as the general method.

Collaboration in FedAMP
FedAMP adaptively facilitates collaborations between simi-
lar clients, since the attentive message passing mechanism
iteratively encourages similar clients to collaborate more
with each other during the personalized federated learning
process.

To analyze the attentive message passing mechanism of
FedAMP, we revisit the weights ξi,1, . . . , ξi,m of the convex
combination in Eq. (5), where the weight

ξi,j = αkA
′
(
‖wk−1

i −wk−1
j ‖2

)
, (i 6= j) (7)

is the contribution of message wk−1
j sent from client Cj to

the aggregated model parameter set uk
i of the personalized

cloud model owned by client Ci. ξi,i = 1 −
∑m
j 6=i ξi,j is

simply a self-attention weight that specifies the proportion
of the model parameter set wk−1

i of client Ci’s personalized
model in its own personalized cloud model.

Due to Definition 1, A is an increasing and concave func-
tion on [0,∞). Thus, the derivativeA′ ofA is a non-negative
and non-increasing function on (0,∞). Therefore, function
A′(‖wk−1

i −wk−1
j ‖2) is a similarity function that measures

the similarity between wk−1
i and wk−1

j , such that their sim-
ilarity is high if they have a small Euclidean distance.

From Eq. (7), if the model parameters wk−1
i and wk−1

j

are similar with each other, they contribute more to the
model parameters uk

j and uk
i of clients Cj and Ci, respec-

tively. This further makes uk
i and uk

j more similar to each
other. Since the optimization step in Eq. (6) forces wk

i and
wk

j to be close to uk
i and uk

j , respectively, wk
i and wk

j are
more similar to each other as well.

In summary, FedAMP builds a positive feedback loop that
iteratively encourages clients with similar model parameters
to have stronger collaborations, and adaptively and implic-
itly groups similar clients together to conduct more effective
collaborations.

5 Convergence Analysis of FedAMP
In this section, we analyze the convergence of FedAMP
when G is convex or non-convex under suitable conditions.
To begin with, similar to the analysis of many incremental
and stochastic optimization algorithms (Bertsekas 2011; Ne-
mirovski et al. 2009), we make the following assumption.
Assumption 1 There exists a constant B > 0 such that
max{‖Y ‖ : Y ∈ ∂F(W k)} ≤ B and ‖∇A(W k)‖ ≤ B/λ
hold for every k ≥ 0, where ∂F is the subdifferential of F
and ‖ · ‖ is the Frobenius norm.

For our problem in Eq. (1), Assumption 1 naturally holds
if both F(W ) and A(W ) are locally Lipschitz continuous
and ‖W k‖ is bounded by a constant for all k ≥ 0.

Now, we provide the guarantee on convergence for
FedAMP when bothF(W ) andA(W ) are convex functions.

Theorem 1 Under Assumption 1 and assuming functions
F(W ) and A(W ) in Eq. (1) are convex, if α1 = · · · =

αK = λ/
√
K for some K ≥ 0, then the sequence

W 0, . . . ,WK generated by Algorithm 1 satisfies

min
0≤k≤K

G(W k) ≤ G∗ +
‖W 0 −W ∗‖2 + 5B2

√
K

,

where W ∗ is an optimal solution of Eq. (1) and G∗ =
G(W ∗). Moreover, if αk satisfies

∑∞
k=1 αk = ∞ and∑∞

k=1 α
2
k <∞, then

lim inf
k→∞

G(W k) = G∗.

Theorem 1 implies that for any ε > 0, FedAMP needs
at most O(ε−2) iterations to find an ε-optimal solution W̃
of Eq. (1) such that G(W̃ ) − G∗ ≤ ε. It also establishes
the global convergence of FedAMP to an optimal solution
of Eq. (1) when G is convex. The proof of Theorem 1 is
provided in Appendix A (Huang et al. 2020).

Next, we provide the convergence guarantee of FedAMP
when G(W ) is a smooth and non-convex function.
Theorem 2 Under Assumption 1 and assuming functions
F(W ) and A(W ) in Eq. (1) are continuously differentiable
and the gradients ∇F(W ) and ∇A(W ) are Lipschitz con-
tinuous with modulus L, if α1 = · · · = αK = λ/

√
K, then

the sequence W 0, . . . ,WK generated by Algorithm 1 satis-
fies

min
0≤k≤K

‖∇G(W k)‖2

≤ 18(G(W 0)− G∗ + 20LB2)√
K

+O
(

1

K

)



where W ∗ and G∗ are the same as in Theorem 1. Moreover,
if αk satisfies

∑∞
k=1 αk =∞ and

∑∞
k=1 α

2
k <∞, then

lim inf
k→∞

‖∇G(W k)‖ = 0.

Theorem 2 implies that for any ε > 0, FedAMP needs
at most O(ε−4) iterations to find an ε-approximate station-
ary point W̃ of Eq. (1) such that ‖∇G(W̃ )‖ ≤ ε. It also
establishes the global convergence of FedAMP to a station-
ary point of Eq. (1) when G is smooth and non-convex. The
proof of Theorem 2 is in Appendix B (Huang et al. 2020).

6 HeurFedAMP: Heuristic Improvement of
FedAMP on Deep Neural Networks

In this section, we tackle the challenge in the message pass-
ing mechanism when deep neural networks are used by
clients, and propose a heuristic improvement of FedAMP.

As illustrated in Section 4, the effectiveness of the atten-
tive message passing mechanism of FedAMP largely de-
pends on the weights ξi,1, . . . , ξi,m of the model aggrega-
tion messages. These message weights are determined by the
similarity function A′(‖wi −wj‖2) that measures the simi-
larity between the model parameter sets wi and wj based on
their Euclidean distance ‖wi −wj‖.

When the dimensionalities of wi and wj are small, Eu-
clidean distance is a good measurement to evaluate their dif-
ference. In this case, the similarity functionA′(‖wi−wj‖2)
works well in evaluating the similarity between wi and wj.
However, when clients adopt deep neural networks as their
personalized models, each personalized model involves a
large number of parameters, which means the dimension-
alities of both wi and wj are high. In this case, Euclidean
distance may not be effective in evaluating the difference be-
tween wi and wj anymore due to the curse of dimensional-
ity (Verleysen and François 2005; Wikipedia. 2020). Conse-
quently, the message weights produced by A′(‖wi −wj‖2)
may not be an effective attentive message passing mecha-
nism. Thus, we need a better way to produce the message
weights instead of using A′(‖wi −wj‖2).

To tackle the challenge, we propose HeurFedAMP, a
heuristic revision of FedAMP when clients use deep neu-
ral networks. The key idea of HeurFedAMP is to heuristi-
cally compute the message weights in a different way that
works well with the high-dimensional model parameters of
deep neural networks. Specifically, HeurFedAMP follows
the optimization steps of FedAMP exactly, except that, when
computing message weights ξi,1, . . . , ξi,m in the k-th itera-
tion, HeurFedAMP first treats weight ξi,i as a self-attention
hyper-parameter that controls the proportion of the message
wk−1

i sent from client Ci to its own personalized cloud
model, and then computes the weight of the message passed
from a client Cj to client Ci by

ξi,j =
eσ cos(wk−1

i ,wk−1
j )∑m

h 6=i e
σ cos(wk−1

i ,wk−1
h )

· (1− ξi,i), (8)

where σ is a scaling hyper-parameter and cos(wk−1
i ,wk−1

j )

is the cosine similarity between wk−1
i and wk−1

j .
All the weights ξi,1, . . . , ξi,m computed by HeurFedAMP

are non-negative and sum to 1. Applying the weights com-
puted by HeurFedAMP to Eq. (5), the model parameter set

uk
i of the personalized cloud model of client Ci is still a

convex combination of all the messages that it receives.
Furthermore, according to from Eq. (8), if the model pa-

rameter sets wk−1
i and wk−1

j of two clients have a large co-
sine similarity cos(wk−1

i ,wk−1
j ), their messages have large

weights and contribute more to the personalized cloud mod-
els of each other. In other words, HeurFedAMP builds a pos-
itive feedback loop similar to that of FedAMP to realize the
attentive message passing mechanism.

As to be demonstrated in Section 7, HeurFedAMP im-
proves the performance of FedAMP when clients adopt
deep neural networks as personalized models, because co-
sine similarity is well-known to be more robust in evaluating
similarity between high dimensional model parameters than
Euclidean distance.

7 Experiments
In this section, we evaluate the performance of FedAMP
and HeurFedAMP and compare them with the state-of-
the-art personalized federated learning algorithms, includ-
ing SCAFFOLD (Karimireddy et al. 2019), APFL (Deng,
Kamani, and Mahdavi 2020), FedAvg-FT and FedProx-
FT (Wang et al. 2019). FedAvg-FT and FedProx-FT are two
local fine-tuning methods (Wang et al. 2019) that obtain
personalized models by fine-tuning the global models pro-
duced by the classic global federated learning methods Fe-
dAvg (McMahan et al. 2016) and FedProx (Li et al. 2020),
respectively. To make our experiments more comprehensive,
we also report the performance of FedAvg, FedProx and a
naive separate training method named Separate that inde-
pendently trains the personalized model of each client with-
out collaboration between clients.

The performance of all the methods is evaluated by the
best mean testing accuracy (BMTA) in percentage, where
the mean testing accuracy is the average of the testing accu-
racies on all clients, and BMTA is the highest mean testing
accuracy achieved by a method during all the communica-
tion rounds of training.

All the methods are implemented in PyTorch 1.3 running
on Dell Alienware with Intel(R) Core(TM) i9-9980XE CPU,
128G memory, NVIDIA 1080Ti, and Ubuntu 16.04.

Settings of Data Sets
We use four public benchmark data sets, MNIST (Le-
Cun, Cortes, and Burges 2010), FMNIST (Fashion-
MNIST) (Xiao, Rasul, and Vollgraf 2017), EMNIST
(Extended-MNIST) (Cohen et al. 2017) and CI-
FAR100 (Krizhevsky and Hinton 2009).

For each of the data sets, we apply three different data set-
tings: 1) an IID data setting (McMahan et al. 2016) that uni-
formly distributes data across different clients; 2) a patho-
logical non-IID data setting (McMahan et al. 2016) that
partitions the data set in a non-IID manner such that each
client contains two classes of samples and there is no group-
wise similarities between the private data of clients; and 3)
a practical non-IID data setting that first partitions clients
into groups, and then assigns data samples to clients in such
a way that the clients in the same group have similar data
distributions, the clients in different groups have different
data distributions, every client has data from all classes, and
the number of samples per client is different for different
groups.



Comparing with the pathological non-IID data setting, the
practical non-IID data setting is closer to reality, since in
practice each company participating in a personalized feder-
ated learning process often has data from most of the classes,
and it is common that a subgroup of companies may have
similar data distributions that are different from the data
owned by companies outside the subgroup.

Let us take EMNIST as an example to show how we apply
the practical non-IID data setting. First, we set up 62 clients
numbered as clients 0, 1, . . . , 61 and divide them into three
groups. Then, we assign the samples to the clients such that
80% of the data of every client are uniformly sampled from
a set of dominating classes, and 20% of the data are uni-
formly sampled from the rest of the classes. Specifically, the
first group consists of clients 0-9, where each client has 1000
training samples from the dominating classes with digit la-
bels from ‘0’ to ‘9’. The second group consists of clients
10-35, where each client has 700 training samples from the
dominating classes of upper-case letters from ‘A’ to ‘Z’. The
third group consists of clients 36-61, where each client has
400 training samples from the dominating classes of lower-
case letters from ‘a’ to ‘z’. Every client has 100 testing sam-
ples with the same distribution as its training data.

Limited by space, we only report the most important ex-
perimental results in the rest of this section. Please see Ap-
pendix C (Huang et al. 2020) for the details of the practical
non-IID data setting on MNIST, FMNIST and CIFAR100,
the implementation details and the hyperparameter settings
of all the methods, and also more extensive results about the
convergence and robustness of the proposed methods.

Results on the IID Data Setting
Table 1 shows the BMTA of all methods being compared
under the IID data setting. The performance of Separate is a
good baseline to indicate the needs of collaboration on clas-
sifying the data sets, since Separate does not conduct collab-
oration at all. Separate achieves a performance comparable
with all the other methods on the easy data set MNIST. How-
ever, on the more challenging data sets FMNIST, EMNIST
and CIFAR100, the performance of Separate is significantly
behind that of the others due to the lack of collaborations
between clients.

The global federated learning methods FedAvg and Fed-
Prox achieve the best performance most of the time on IID
data, because the clients are similar to each other and the
global model fits every client well. Differentiating pairwise
collaborations between different clients are not needed on
IID data. APFL achieves a performance comparable with
FedAvg and FedProx on all data sets, because it degener-
ates to FedAvg under the IID data setting (Deng, Kamani,
and Mahdavi 2020). For this reason, under the IID data set-
ting, we consider APFL a global federated learning method
instead of a personalized federated learning method.

The personalized federated learning methods FedAvg-FT,
FedProx-FT and SCAFFOLD do not perform as well as
FedAvg and FedProx under the IID data setting. Although
they achieve a performance comparable to FedAvg and Fed-
Prox on MNIST, their performances on the more challenging
data sets FMNIST, EMNIST and CIFAR100 are clearly in-
ferior to FedAvg and FedProx. The local fine-tuning steps of
FedAvg-FT and FedProx-FT are prone to over-fitting, and
the rigid customization on the gradient updates of SCAF-
FOLD limits its flexibility to fit IID data well.

FedAMP and HeurFedAMP perform much better than

Table 1: BMTA for the IID data setting.

Methods MNIST FMNIST EMNIST CIFAR100

Separate 99.27 81.66 54.41 9.82
FedAvg 99.31 91.94 74.38 49.59
FedProx 98.81 90.19 73.14 46.50
FedAvg-FT 98.98 90.17 70.53 35.07
FedProx-FT 98.72 89.02 69.49 40.77
SCAFFOLD 98.89 89.04 72.51 43.06
APFL 98.93 91.03 73.95 49.02
FedAMP 99.22 92.05 74.07 45.68
HeurFedAMP 99.28 91.80 74.07 45.88

Table 2: BMTA for the pathological non-IID data setting.

Methods MNIST FMNIST EMNIST CIFAR100

Separate 98.73 97.67 99.15 92.67
FedAvg 98.39 77.88 19.44 2.70
FedProx 97.15 83.80 48.81 2.81
FedAvg-FT 99.66 98.07 99.24 95.00
FedProx-FT 99.63 98.00 99.27 94.36
SCAFFOLD 99.34 94.58 98.75 2.04
APFL 98.24 97.44 98.90 52.11
FedAMP 99.53 97.95 99.27 94.87
HeurFedAMP 99.38 98.17 99.26 94.74

FedAvg-FT, FedProx-FT and SCAFFOLD under the IID
data setting. The personalized models of clients are similar
to each other under the IID data setting, thus the attentive
message passing mechanism assigns comparable weights
to all messages, which accomplishes a global collaboration
among all clients similar to that of FedAvg and FedAMP in
effect. FedAMP and HeurFedAMP achieve the best perfor-
mance among all the personalized federated learning meth-
ods on all data sets, and also perform comparably well as
FedAvg and FedProx on MNIST, FMNIST and EMNIST.

Results on the Pathological Non-IID Data Setting
Table 2 shows the BMTA of all the methods under the patho-
logical non-IID data setting. This data setting is pathologi-
cal because each client contains only two classes of sam-
ples, which largely simplifies the classification task on every
client (McMahan et al. 2016). The simplicity of client tasks
is clearly indicated by the high performance of Separate on
all the data sets.

However, the pathological non-IID data setting is not easy
for the global federated learning methods. The performance
of FedAvg and FedProx degenerates a lot on FMNIST and
EMNIST, because taking the global aggregation of all per-
sonalized models trained on the non-IID data of different
clients introduces significant unstableness to the gradient-
based optimization process (Zhang et al. 2020).

On the most challenging CIFAR100 data set, the unstable-
ness catastrophically destroys the performance of the global
models produced by FedAvg and FedProx, and also signifi-
cantly damages the performance of SCAFFOLD and APFL
because the global models are destroyed such that the cus-
tomized gradient updates of SCAFFOLD and the model
mixtures conducted by APFL can hardly tune it up.

The other personalized federated learning methods



Table 3: BMTA for the practical non-IID data setting.

Methods MNIST FMNIST EMNIST CIFAR100

Separate 86.30 86.73 61.78 39.99
FedAvg 81.82 79.50 72.27 35.21
FedProx 81.46 78.71 70.55 37.31
FedAvg-FT 91.79 89.73 78.93 49.00
FedProx-FT 94.10 87.51 77.31 50.24
SCAFFOLD 98.50 40.20 77.98 21.29
APFL 85.05 84.08 59.07 16.45
FedAMP 97.59 90.97 81.22 53.04
HeurFedAMP 97.36 91.37 81.47 53.27

FedAvg-FT, FedProx-FT, FedAMP and HeurFedAMP
achieve comparably good performance on all data sets.
FedAvg-FT and FedProx-FT achieve good performance by
taking many fine-tuning steps to tune the poor global mod-
els back to normal. The good performance of FedAMP and
HeurFedAMP is achieved by adaptively facilitating pair-
wise collaborations between clients without using a sin-
gle global model. Since the personalized cloud models of
FedAMP and HeurFedAMP only aggregate similar person-
alized models of clients, they stably converge without suffer-
ing from the unstableness caused by the global aggregation
of different personalized models.

Results on the Practical Non-IID Data Setting
Table 3 evaluates all methods in BMTA under the practical
non-IID data setting. FedAMP and HeurFedAMP perform
comparably well as SCAFFOLD on MNIST, and they sig-
nificantly outperform all other methods on FMNIST, EM-
NIST and CIFAR100.

To evaluate the personalization performance of all meth-
ods in detail, we analyze the testing accuracy of the person-
alized model owned by each client (Figure 2). Both FedAMP
and HeurFedAMP have more clients with higher testing ac-
curacy on FMNIST, EMNIST and CIFAR100. We also con-
duct Wilcoxon signed-rank test (Wilcoxon 1992) to compare
FedAMP/HeurFedAMP against the other methods on FM-
NIST, EMNIST and CIFAR100, a pair on a data set at a
time. In all those tests, the p-values are all less than 10−4

and thus the non-hypotheses are all rejected. FedAMP and
HeurFedAMP outperform the other methods in testing accu-
racies of individual clients with statistical significance.

The superior performance of FedAMP and HeurFedAMP
is contributed by the attentive message passing mecha-
nism that adaptively facilitates the underlying pair-wise
collaborations between clients. Figure 3 the visualizes
the collaboration weights ξi,j computed by FedAMP and
HeurFedAMP. The pair-wise collaborations between clients
are accurately captured by the three blocks in the matrix,
where the three ground-truth collaboration groups are clients
0-9, 10-35 and 36-61. The other methods, however, are not
able to form those collaboration groups because using a sin-
gle global model cannot describe the numerate pairwise col-
laboration relationships between clients when the data is
non-IID across different clients.

8 Conclusions
In this paper, we tackle the challenging problem of person-
alized cross-silo federated learning and develop FedAMP
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Figure 2: The distribution of the testing accuracy of all clients un-
der the practical non-IID data setting.

(a) FedAMP (b) HeurFedAMP

Figure 3: The visualization of the collaboration weights ξi,j com-
puted by FedAMP and HeurFedAMP on EMNIST under the practi-
cal non-IID data setting. X-axis and y-axis show the IDs of clients.

and HeurFedAMP that introduce a novel attentive message
passing mechanism to significantly facilitate the collabora-
tion effectiveness between clients without infringing their
data privacy. We analyze how the attentive message pass-
ing mechanism iteratively enables similar clients to have
stronger collaboration than clients with dissimilar models,
and empirically demonstrate that this mechanism signifi-
cantly improves the learning performance.
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Appendix
In this appendix, we provide the proofs for Theorem 1 and
2 in Sections A and B, respectively. In addition, we show
more extensive experimental results in Section C.

A Proof of Theorem 1
The proof of Theorem 1 is an adaptation of the proof in
(Bertsekas 2011) to our setting. Throughout the proof, we
denote by G∗ the optimal value and W ∗ an optimal solution
of problem (1). Recall that FedAMP follows the update for-
mula (3) and (4). Since F is convex, the objective function
in (4) is strongly convex with modulus λ/αk. This, together
with the fact that W k is the optimal solution of (4), implies
that

F(W k) +
λ

2αk
‖W k − Uk‖2

≤ F(W ∗) +
λ

2αk
‖W ∗ − Uk‖2 − λ

2αk
‖W ∗ −W k‖2.

Upon rearrangement, we obtain

‖W k −W ∗‖2 +
2αk
λ

(F(W k)−F(W ∗)) ≤ ‖Uk −W ∗‖2.
(9)

Since Uk is generated by (3), we have

‖Uk −W ∗‖2 = ‖W k−1 − αk∇A(W k−1)−W ∗‖2

= ‖W k−1 −W ∗‖2 − 2αk〈∇A(W k−1),W k−1 −W ∗〉
+ α2

k‖∇A(W k−1)‖2.
Besides, since A is convex, one has
A(W ∗) ≥ A(W k−1) + 〈∇A(W k−1),W ∗ −W k−1〉

By combining the above two inequalities and using Assump-
tion 1, we obtain

‖Uk −W ∗‖2 + 2αk(A(W k−1)−A(W ∗))

≤ ‖W k−1 −W ∗‖2 +
α2
kB

2

λ2

(10)

Adding up (10) and (9) and using the definition G = F+λA
yield

‖W k −W ∗‖2 +
2αk
λ

(
F(W k) + λA(W k−1)− G∗

)
≤ ‖W k−1 −W ∗‖2 +

α2
kB

2

λ2
.

(11)
Moreover, by the convexity of F and Assumption 1, we
have, with any Y ∈ ∂F(W k−1), that

F(W k)−F(W k−1) ≥ 〈Y,W k −W k−1〉
≥ −‖Y ‖‖W k −W k−1‖ ≥ −B‖W k −W k−1‖.

Also, it follows from the optimality condition of (4) that

0 = ∇̃F(W k) +
λ

αk
(W k − Uk)

for some ∇̃F(W k) ∈ ∂F(W k), which, together with (3)
and Assumption 1, yields

‖W k −W k−1‖ =
∥∥∥Uk − αk

λ
∇̃F(W k)−W k−1

∥∥∥
=
∥∥∥αk∇A(W k−1) +

αk
λ
∇̃F(W k)

∥∥∥ ≤ 2αkB

λ
.

Upon combining the above two inequalities, we obtain

F(W k) ≥ F(W k−1)− 2αkB
2

λ
.

Substituting this into (11) and using the definition G = F +
λA yield

‖W k −W ∗‖2

≤ ‖W k−1 −W ∗‖2 − 2αk
λ

(
G(W k−1)− G∗

)
+

5α2
kB

2

λ2
,

which, after rearrangement, leads to

G(W k−1)− G∗

≤ λ

2αk
‖W k−1 −W ∗‖2 − λ

2αk
‖W k −W ∗‖2 +

5αkB
2

2λ
.

(12)
We now consider the case where αk = α = λ/

√
K for all

k = 1, 2, . . . ,K. Then, by summing up (12) from k = 1 to
k = K, we obtain

K ·
(

min
0≤k≤K−1

G(W k)− G∗
)

≤
K−1∑
k=0

G(W k)− G∗ ≤ λ

2α
‖W 0 −W ∗‖2 +

5KαB2

2λ
.

Upon dividing both sides of the above inequality by K and
using α = λ/

√
K, we obtain the first desired result in The-

orem 1. Besides, upon multiplying both sides of (12) by αk
and summing it up from k = 1, one has

∞∑
k=1

αk
(
G(W k−1)− G∗

)
≤ λ

2
‖W 0−W ∗‖2+

5B2

2λ

∞∑
k=1

α2
k.

Then, for the case where αk satisfies
∑∞
k=1 αk = ∞ and∑∞

k=1 α
2
k <∞, we obtain

∞∑
k=1

αk
(
G(W k−1)− G∗

)
<∞,

which, together with
∑∞
k=1 αk = ∞ and αk > 0 for all k,

yields the second desired result in Theorem 1.

B Proof of Theorem 2
The proof of Theorem 2 is motivated by the analysis in (Li
et al. 2019). Define the function Ĝ : Rd → R as

Ĝ(W ) = min
V ∈Rd×m

G(V ) + 2L‖V −W‖2, (13)

where L is the Lipschitz constant of ∇A. Also, given any
W ∈ Rd×m, we denote by W̄ an optimal solution of
the minimization problem in (13), i.e., Ĝ(W ) = G(W̄ ) +
2L‖W̄ −W‖2. It then follows from the update of Uk in (3)



that
Ĝ(Uk) = min

V
G(V ) + 2L‖V − Uk‖2

≤ G(W̄ k−1) + 2L‖W̄ k−1 − Uk‖2

= G(W̄ k−1) + 2L‖W̄ k−1 −W k−1 + αk∇A(W k−1)‖2

= G(W̄ k−1) + 2L‖W̄ k−1 −W k−1‖2 + 2α2
kL‖∇A(W k−1)‖2

+ 4αkL〈∇A(W k−1), W̄ k−1 −W k−1〉
= Ĝ(W k−1) + 2α2

kL‖∇A(W k−1)‖2

+ 4αkL〈∇A(W k−1), W̄ k−1 −W k−1〉.
By Assumption 1, we have ‖∇A(W k−1)‖ ≤ B/λ. Besides,
since ∇A is Lipschitz continuous with Lipschitz constant
L/λ, it holds that

A(W̄ k−1)−A(W k−1)− 〈∇A(W k−1), W̄ k−1 −W k−1〉

≥ − L

2λ
‖W̄ k−1 −W k−1‖2,

see, e.g., (Nesterov 2013). Thus, we obtain

Ĝ(Uk) ≤ Ĝ(W k−1) + 4αkL
(
A(W̄ k−1)−A(W k−1)

)
+

2αkL
2

λ
‖W̄ k−1 −W k−1‖2 +

2α2
kLB

2

λ2
.

(14)
Moreover, by the update of W k in (4) and the fact that F is
continuously differentiable, we know that

∇F(W k) +
λ

αk
(W k − Uk) = 0. (15)

This, together with (13), yields

Ĝ(W k) = min
V
G(V ) + 2L‖V −W k‖2

≤ G(Ūk) + 2L‖Ūk −W k‖2

= G(Ūk) + 2L
∥∥∥Ūk − Uk +

αk
λ
∇F(W k)

∥∥∥2
= G(Ūk) + 2L

∥∥Ūk − Uk∥∥2
+

4αkL

λ
〈∇F(W k), Ūk − Uk〉+

2α2
kL

λ2
‖∇F(W k)‖2

= Ĝ(Uk) +
4αkL

λ
〈∇F(W k), Ūk −W k〉

+
4αkL

λ
〈∇F(W k),W k − Uk〉+

2α2
kL

λ2
‖∇F(W k)‖2

≤ Ĝ(Uk) +
4αkL

λ
〈∇F(W k), Ūk −W k〉+

2α2
kL

λ2
‖∇F(W k)‖2,

where the last inequality uses 〈∇F(W k),W k − Uk〉 ≤
0, which follows from (15). By Assumption 1, we have
‖∇F(W k)‖ ≤ B. Besides, since ∇F is Lipschitz contin-
uous with Lipschitz constant L, it holds that

F(Ūk)−F(W k)−〈∇F(W k), Ūk−W k〉 ≥ −L
2
‖Ūk−W k‖2.

Thus, we obtain

Ĝ(W k) ≤ Ĝ(Uk) +
4αkL

λ

(
F(Ūk)−F(W k)

)
+

2αkL
2

λ
‖Ūk −W k‖2 +

2α2
kLB

2

λ2
.

(16)

Next, we claim

‖W̄ k−1 − Ūk‖ ≤ 2‖W k−1 − Uk‖ ≤ 2αkB

λ
. (17)

Indeed, by (13) and the definition of W̄ k−1 and Ūk, we have

∇G(W̄ k−1) + 4L(W̄ k−1 −W k−1) = 0,

∇G(Ūk) + 4L(Ūk − Uk) = 0,

which implies that

〈G(W̄ k−1)− G(Ūk), W̄ k−1 − Ūk〉
= 4L〈W k−1 − Uk, W̄ k−1 − Ūk〉 − 4L‖W̄ k−1 − Ūk‖2.

(18)
On the other hand, since ∇F and ∇A are Lipschitz con-
tinuous with constants L and L/λ, respectively, and G =
F + λA, we know that ∇G is Lipschitz continuous with
Lipschitz constant 2L. It then follows that

G(W̄ k−1)− G(Ūk)− 〈∇G(Ūk), W̄ k−1 − Ūk〉
≥ −L‖W̄ k−1 − Ūk‖2,
G(Ūk)− G(W̄ k−1)− 〈∇G(W̄ k−1), Ūk − W̄ k−1〉
≥ −L‖W̄ k−1 − Ūk‖2,

which, by adding up the two inequalities, yields

〈G(W̄ k−1)−G(Ūk), W̄ k−1− Ūk〉 ≥ −2L‖W̄ k−1− Ūk‖2.
By this and (18), we obtain

‖W̄ k−1 − Ūk‖2 ≤ 2〈W k−1 − Uk, W̄ k−1 − Ūk〉
≤ 2‖W k−1 − Uk‖‖W̄ k−1 − Ūk‖

and thus the first inequality in (17) holds. The second in-
equality in (17) follows directly from (3) and Assumption 1.
Besides, by (3), (4), and Assumption 1, we have

‖W k −W k−1‖ =
∥∥∥Uk − αk

λ
∇F(W k)−W k−1

∥∥∥
=
∥∥∥αk∇A(W k−1) +

αk
λ
∇F(W k)

∥∥∥ ≤ 2αkB

λ
.

(19)

Then, by (17), (19), the Lipschitz continuity of∇F , and As-
sumption 1, we derive

F(Ūk)−F(W k)

= F(Ūk)−F(W̄ k−1) + F(W̄ k−1)−F(W k−1)

+ F(W k−1)−F(W k)

≤ F(W̄ k−1)−F(W k−1) +B‖Ūk − W̄ k−1‖
+B‖W k−1 −W k‖

≤ F(W̄ k−1)−F(W k−1) +
4αkB

2

λ
,

and
‖Ūk −W k‖2

= ‖Ūk − W̄ k−1 + W̄ k−1 −W k−1 +W k−1 −W k‖2

≤ 4‖Ūk − W̄ k−1‖2 + 2‖W̄ k−1 −W k−1‖2

+ 4‖W k−1 −W k‖2

≤ 32α2
kB

2

λ2
+ 2‖W̄ k−1 −W k−1‖2,
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Figure 4: Performance of FedAMP and HeurFedAMP compared with baselines for practical non-IID data sets.

where we use the inequality (a+ b+ c)2 ≤ 2a2 + 4b2 + 4c2

for any a, b, c ∈ R. Combining the above two inequalities
with (16) gives us

Ĝ(W k)

≤ Ĝ(Uk) +
4αkL

λ

(
F(W̄ k−1)−F(W k−1)

)
+

4αkL
2

λ
‖W̄ k−1 −W k−1‖2 +

18α2
kLB

2

λ2
+

64α3
kL

2B2

λ3
.

(20)
Upon adding (14) with (20) and using G = F + λA, we
obtain

Ĝ(W k)

≤ Ĝ(W k−1) +
4αkL

λ

(
G(W̄ k−1)− G(W k−1)

)
+

6αkL
2

λ
‖W̄ k−1 −W k−1‖2 +

20α2
kLB

2

λ2
+

64α3
kL

2B2

λ3

= Ĝ(W k−1) +
4αkL

λ

(
G(W̄ k−1)− G(W k−1)

+2L‖W̄ k−1 −W k−1‖2
)
− 2αkL

2

λ
‖W̄ k−1 −W k−1‖2

+
20α2

kLB
2

λ2
+

64α3
kL

2B2

λ3
.

(21)
By the definition of W̄ k−1 and (13), we know that
G(W̄ k−1) + 2L‖W̄ k−1 −W k−1‖2 ≤ G(W k−1). This, to-
gether with (21), yields

Ĝ(W k) ≤ Ĝ(W k−1)− 2αkL
2

λ
‖W̄ k−1 −W k−1‖2

+
20α2

kLB
2

λ2
+

64α3
kL

2B2

λ3
.

(22)

We now consider the case where αk = α = λ/
√
K for

all k = 1, 2, . . . ,K. By summing up (22) from k = 1 to
k = K, we obtain

min
0≤k≤K

‖W̄ k −W k‖2 ≤ 1

K

K∑
k=1

‖W̄ k−1 −W k−1‖2

≤ λ

2αL2
· Ĝ(W 0)− Ĝ(W k)

K
+

10αB2

λL
+

32α2B2

λ2
.

(23)
From (13), one can verify that

Ĝ(W 0) ≤ G(W 0), and Ĝ(W k) ≥ G∗,

where G∗ is the optimal value of (1). Also, using the defini-
tion of W̄ k, we obtain by taking the optimality condition of
(13) that

∇G(W̄ k) + 4L(W̄ k −W k) = 0,

which, together with the fact that∇G is Lipschitz continuous
with Lipschitz constant 2L, implies that

‖∇G(W k)‖ ≤ ‖∇G(W̄ k)‖+ ‖∇G(W̄ k)−∇G(W k)‖
≤ 6L‖W̄ k −W k‖.

(24)
By these, (23), and α = λ/

√
K, we have

min
0≤k≤K

‖∇G(W k)‖2

≤ 18(G(W 0)− G∗ + 20LB2)√
K

+O
(

1

K

)
as desired. Besides, upon summing up (22) from k = 1, one
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Figure 5: Performance of FedAMP and HeurFedAMP compared with baselines for heterogeneous training.

has
∞∑
k=1

αk‖W̄ k−1 −W k−1‖2

≤ λ

2L2
Ĝ(W 0) +

10B2

λL

∞∑
k=1

α2
k +

32B2

λ2

∞∑
k=1

α3
k.

Then, for the case where αk satisfies
∑∞
k=1 αk = ∞ and∑∞

k=1 α
2
k <∞, we obtain

∞∑
k=1

αk‖W̄ k−1 −W k−1‖2 <∞,

which, together with
∑∞
k=1 αk = ∞ and αk > 0 for all K,

yields that

lim inf
k→∞

‖W̄ k−1 −W k−1‖ = 0.

The second result in Theorem 2 then follows from this and
(24).

C Experiments
In this section, we provide details of our experiments and
more extensive experimental results to compare the em-
pirical convergence of FedAMP and HeurFedAMP with
FedAvg-FT, FedProx-FT, FedAvg, FedProx, and Separate in
the practical non-IID data setting under three scenarios, i.e.,
regular local training, heterogeneous training, and dropped
clients. All the compared methods are implemented in the
same environment as described in Section 7.

Settings of Data Sets
As detailed below, we describe how we prepare the practi-
cal non-IID data settings for MNIST (LeCun, Cortes, and

Burges 2010), FMNIST (Fashion-MNIST) (Xiao, Rasul,
and Vollgraf 2017), and CIFAR100 (Krizhevsky and Hin-
ton 2009) data sets, which is similar to the preparation for
EMNIST as described in Section 7.

MNIST: First, we set up 100 clients numbered as clients
0-99 and divide them into 5 groups where each group con-
tains 20 clients. Then, we assign samples to the clients sim-
ilarly as EMNIST data set described in Section 7, such that
80% of the data of every client are uniformly sampled from
a set of dominating classes, and 20% of the data are uni-
formly sampled from the rest of the classes. Specifically, the
first group consists of clients 0-19, where each client has
500 training samples from the dominating classes with la-
bels from ‘0’ to ‘1’. For the remaining 4 groups, which con-
sists of clients 20-39, 40-59, 60-79 and 80-99, the numbers
of training samples owned by a client of each group are 400,
300, 200 and 100, while they are gathered from the domi-
nating classes of labels ‘2’ to ‘3’, ‘4’ to ‘5’, ‘6’ to ‘7’ and
‘8’ to ‘9’, respectively. Every client has 100 testing samples
with the same distribution as its training data.

FMNIST: For FMNIST data set, we set the same prepara-
tion as the preparation for MNIST data set except the num-
ber of training samples. Each client in the first group has
600 training samples, while for each client in the remaining
4 groups has 500, 400, 300 and 200 training samples, re-
spectively. Same as EMNIST and MNIST, every client has
100 testing samples with the same distribution as its training
data.

CIFAR100: For CIFAR100, we first set up 100 clients
numbered as 0-99 and then divide them into 20 groups where
each group contains 5 clients. For each group of clients, we
assign the samples to the clients such that 80% of the data
of every client are uniformly sampled from a set of dominat-
ing classes, and 20% of the data are uniformly sampled from
the rest of the classes. Since CIFAR100 originally has 100
classes which can be naturally grouped into 20 superclasses,
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Figure 6: Performance of FedAMP and HeurFedAMP compared with baselines for different number of dropped clients on MNIST.
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Figure 7: Performance of FedAMP and HeurFedAMP compared with baselines for different number of dropped clients on FMNIST.

we set classes in one superclass as dominated classes to one
corresponding group. The number of training samples on
client 1-20 (first 4 groups) is 500, while the number of train-
ing samples on client 21-40 (second 4 groups), 41-60 (third 4
groups), 61-80 (fourth 4 groups) and 81-100 (fifth 4 groups)
is 400, 300, 200 and 100, respectively. Like all the previous
data sets, each client has 100 testing samples with the same
distribution as its training data.

Details of Implementations
For all compared methods, we use the same CNN architec-
ture as (McMahan et al. 2016) for the data sets of MNIST,
FMNIST and EMNIST, and use ResNet18 (He et al. 2016)
for the more challenging data set of CIFAR100. For all the
methods and all the data settings, the batch size is 100 and
the number of epochs is 10 in each round of local training.

Following the routine of training deep neural net-
works (Kingma and Ba 2015; Reddi, Kale, and Kumar 2018;
Zhang et al. 2019), we adopt the widely-used optimization
algorithm ADAM (Kingma and Ba 2015) to conduct local
training on each client for FedAvg, FedAvg-FT, FedProx,
FedProx-FT, FedAMP and HeurFedAMP. However, since
both SCAFFOLD and APFL achieve personalized feder-
ated learning by their own customized optimization meth-
ods that are not compatible with ADAM, we use their own
customized optimization methods by default to train their
models.

For FedAvg, FedAvg-FT, FedProx, FedProx-FT, FedAMP
and HeurFedAMP, we use a learning rate of 10−3 and
iterate for 90 communication rounds such that they all
converge empirically. For SCAFFOLD and APFL, since
their customized optimization methods are different from
ADAM, we tried many different learning rates, such as
10−6, 10−5, 10−4, 10−3, 10−2 and 10−1, and find the best
learning rate 10−2 for both of them. Then, we iterate for 600
communication rounds for them to converge empirically.

As shown above, the local optimization algorithms of
SCAFFOLD and APFL are different from other methods
and these two methods require much more communica-
tion rounds to converge empirically. Thus, we do not in-
clude their empirical convergence results in the experi-
ments for demonstrating the convergence of FedAMP and
HeurFedAMP.

Settings of Hyperparameters

For Fedprox and Fedprox-FT, we tried different regular-
ization parameters, such as {10−i|i ∈ {0, 1, 2, 3}}, and
find that i = 2 provided best performance for all the
dataset and data settings. For SCAFFOLD, we set its global
step-size ηg to be 1 as suggested in (Karimireddy et al.
2019). For APFL, we tune the mixture weights αi from
{0, 0.25, 0.5, 0.75} as used in (Deng, Kamani, and Mahdavi
2020) to achieve its best performance on each data set and
data settings. For FedAMP and HeurFedAMP, we set λ = 1
and ξii = 1/(Ni+1) whereNi is the number of same distri-
bution clients for client i. In addition, we initialize αk with
104 and reduce it by a factor 0.1 for every 30 communi-
cation rounds. In addition, for FedAMP, we tune σ from
{10i|i ∈ {0, 1, 2, 3, 4, 5, 6}}, while for HeurFedAMP we
tune σ from {1, 10, 25, 50, 75, 100}. The detailed choices of
tuned hyperparameters are listed in Table 4 to 6.

Table 4: Values of Hyperparameters(IID)

Parameter MNIST FMNIST EMNIST CIFAR100
σ(FedAMP) 100 100 10 106

σ(HeurFedAMP) 25 50 50 10
αi(APFL) 0 0 0 0
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Figure 8: Performance of FedAMP and HeurFedAMP compared with baselines for different number of dropped clients on EMNIST.
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Figure 9: Performance of FedAMP and HeurFedAMP compared with baselines for different number of dropped clients on CIFAR100.

Table 5: Values of Hyperparameters(Pathological non-IID)

Parameter MNIST FMNIST EMNIST CIFAR100
σ(FedAMP) 100 10 10 106

σ(HeurFedAMP) 25 100 50 10
αi(APFL) 0.25 0.25 0.25 0.25

Table 6: Values of Hyperparameters(Practical non-IID)

Parameter MNIST FMNIST EMNIST CIFAR100
σ(FedAMP) 100 10 10 106

σ(HeurFedAMP) 25 100 50 10
αi(APFL) 0.25 0.75 0.25 0.25

The Empirical Convergence Results on Non-IID
Data Settings
Fig. 4 shows the empirical convergence results of FedAMP
and HeurFedAMP alongside with other baselines, FedAvg,
FedAvg-FT, FedProx and FedProx-FT on the practical non-
IID data settings. Specifically, we focus on the changes of
mean testing accuracy of these algorithms in each commu-
nication round. Contributed by the attentive message pass-
ing mechanism, both FedAMP and HeurFedAMP converge
to higher mean testing accuracies on all four data sets than
baselines. This phenomenon does not only validate the effec-
tiveness of the attentive message passing mechanism in col-
laborating the clients under the non-IID data setting, but also
presents the efficiency of the training process of FedAMP
and HeurFedAMP.

Tolerance to Heterogeneous Training
Because of the heterogeneity of the federated learning sys-
tem, clients may endure different local training epochs for

different time. One possible effect of this scenario is that
there could be some bad local models resulted by the lo-
cal training with small number of epochs. To simulate the
heterogeneous training, we train each client by a random
number of epochs with expectation equal to 10 during each
communication round. Specifically, this random number is
uniformly drawn from an integer between [1, 19]. To ana-
lyze impacts of heterogeneous training, we plot the mean
accuracy versus the communication round for all the meth-
ods in Fig. 5. We observe that FedAMP and HeurFedAMP
both have high tolerance to heterogeneous training and con-
verge to overall higher mean test accuracies on all four data
sets than baselines. This confirms that by taking the advan-
tage of attentive message passing mechanism, FedAMP and
HeurFedAMP can selectively exclude bad local models out
of the collaboration.

Tolerance to Dropped Clients
To address the unreliable operating environment challenge
in personalized federated learning, we conduct the dropped
clients experiments for FedAMP, HeurFedAMP and other
baselines. The results of 10%, 30%, and 50% randomly
dropped clients in each round for the four practical non-
IID data sets are shown in Fig. 8 to 9. We first observe
that in general FedAMP and HeurFedAMP can converge
to higher mean testing accuracy than baselines for EM-
NIST, MNIST and FMNIST. For CIFAR100, FedAMP and
HeurFedAMP can also converge to comparable mean testing
accuracies when comparing with FedAvg-FT and FedProx-
FT. These results demonstrate that both FedAMP and
HeurFedAMP can robustly handle clients dropping. Bene-
fiting from attentive message passing mechanism, FedAMP
and HeurFedAMP are not influenced by the dropped clients
as they can adpatively facilitate the pair-wise collaborations
among online clients.
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